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Abstract
We treat the following problem: given an n × n square ABCD,

determine the minimum number of points that need to be chosen inside
the square ABCD such that there does not exist a unit square inside
the square ABCD containing none of the chosen points in its interior.
In other words, we are interested to know how to most efficiently
“destroy” a square-shaped object of side length n, where “destroying”
is achieved by piercing as few as possible small holes, and the square
is considered “destroyed” if no unpierced square piece of unit side
length can be salvaged. This problem actually belongs to the family
of problems centered about the so-called piercing number : indeed, if
Un denotes the collection of all open unit squares that can be fitted
inside a given n × n square, the value that we are looking for is the
piercing number of the collection Un, denoted by π(Un). We show
that π(Un) = n2 when n 6 7, and give an upper bound for π(Un) that
is asymptotically equal to 2√

3
n2, which we believe is asymptotically

tight. We then generalize our reasoning in order to obtain a similar
upper bound when ABCD is a rectangle, as well as an upper bound for
π(Ux) when x is not necessarily an integer. Finally, we show that our
results have an application to the problem of packing a given number
of unit squares in the smallest possible square; it turns out that our
results present a general “framework” based on which we are able to
reprove many results on the mentioned problem (originally obtained
independently of each other) and also obtain a new result on packing
61 unit squares.
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1 Introduction

There are several lines of research concerning arrangements of unit squares
with respect to a larger square, such as packing n unit squares in the small-
est possible square [11], or covering the largest possible square with n unit
squares [12]. There are also several lines of research concerning arrangements
of points inside a given square, such as the problem initiated by Moser [18]
to find how large the minimum distance determined by n points in a unit
square can be (which is today often researched in its equivalent form of pack-
ing circles in a square [3, Section D1] [23]) or the problem of determining the
area of the largest convex region not containing in its interior any of n points
chosen in a unit square [19, 21].

We hereby study a problem that presents a kind of interplay between
these two classes of problems. In fact, it belongs to a (quite general) family
of problems centered about the so-called piercing number. Namely, given a
collection of figures F in the Euclidean plane (or, more generally, space),
the piercing number of F , denoted by π(F ), is defined as the minimum
number of points that need to be chosen in such a way that each figure
from F contains at least one of the chosen points (in other words, how
many “needles” are required to pierce all members of F ). One of the first
questions of this kind was asked by Gallai [10, Section III.13]: determine
the smallest integer k such that, given any family of circular disks in the
plane where every two of them have a common point, there exists a set of
k points such that each disk contains at least one of those points; in other
words, the value that is asked for equals supF π(F ), where F ranges over
all the described families of disks. (It is now known that the answer is k = 4,
where the lower bound is due to Grünabum [14], while a proof of the upper
bound had been announced by Danzer in 1954, though the first published
proof is due to Stachó [22]; Danzer himself published [5] a proof in 1986,
though this is not his original proof.) Various other problems of this kind
have been investigated: when the space is d-dimensional, when all the disks
are congruent, when the family consists of translates/homothethic images of
a given (usually convex) figure etc. (We mention, for example, the result of
Karasev [16], who proved that 3 points are always sufficient, and sometimes
necessary, to pierce any family of translates of a compact convex set in the
plane, any two of which have nonempty intersection.) These problem are
usually called Gallai-type problems. A further family of problems that has
attracted quite a lot of attention is the family of the so-called (p, q)-problems.
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They ask for piercing numbers of finite families of sets in the d-dimensional
space, such that among every p members of the family there exist q of them
with a nonempty intersection. One of the most important results for this class
of problems is proved by Alon and Kleitman [1], who showed that, whenever
p, q and d are fixed and p > q > d + 1, then π(F ) has an upper bound
depending only on (p, q, d). However, exact values of supF π(F ) (for fixed
p, q, d) are known only in some very special cases. Apart from d = 1, when
it is known that p + q − 1 are always sufficient and sometimes necessary to
pierce F (proved by Hadwiger and Debrunner [15], in the paper where this
family of problems has actually been introduced), even for (p, q, d) = (4, 3, 2)
it is only known that the supremum is bounded below by 3 (see [4]) and
above by 13 (see [17]). For more information about problems related to the
piercing number, see the surveys [6, 8, 7].

We treat the following problem: given an n×n square ABCD, determine
the minimum number of points that need to be chosen inside the square
ABCD such that there does not exist a unit square inside the square ABCD
containing none of the chosen points in its interior. In other words, if Un

denotes the collection of all open unit squares that can be fitted inside a
given n × n square, we are looking for the value π(Un). The problem can
also be presented in the following way: we are interested to know how to
most efficiently “destroy” a square-shaped object of side length n, where
“destroying” is achieved by piercing as few as possible small holes, and the
square is considered “destroyed” if no unpierced square piece of unit side
length can be salvaged. Stated like this, it seems that this problem is quite
applicable in real life. Furthermore, as it will turn out, it also has a direct
application to the already mentioned research problem of packing n unit
squares in the smallest possible square.

The work is divided into sections as follows. In Section 2 we show that
for n ∈ N, n 6 4, we have π(Un) = n2 (note that n2 is a trivial lower bound
for π(Un), and thus we only need to prove that π(Un) 6 n2). In Section
3 we prove an upper bound for π(Un) asymptotically equal to 2√

3
n2. Our

upper bound actually matches the lower bound n2 for n 6 7, and thus we
get a corollary that for n 6 7 we have π(Un) = n2. (This in fact includes the
results from Section 2 as a special case. However, in Section 3 we actually
use some parts of the proof from Section 2, while the construction given
in Section 2 is much more natural and thus we believe that the underlying
idea is simpler to understand if seen on that construction first.) In Section
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4 we show how the upper bound from Section 3 can be easily generalized
to the case when ABCD is a rectangle; we then modify the upper bound
from Section 3 in order to obtain an upper bound for π(Ux) when x is not
necessarily an integer. In Section 5 we show that our results enable us to
reproduce, as a direct consequence, some known results on the square packing
problem (among which is a result that the smallest square in which 46 unit
squares can be packed is the square of side length 7, which has been proved
only recently [2]), and further obtain a new result on packing 61 unit squares.
Finally, in the last section we state a conjecture about asymptotical tightness
of our upper bound for π(Un).

Our techniques remind of some ideas often used in the context of “un-
avoidable points,” a notion developed by Friedman [11] in relation to the
square packing problem; in fact, some of our proofs can be a little bit short-
ened by appealing to some lemmas from there. We instead choose to write
the paper in a completely self-contained way.

2 The case n 6 4

The construction that proves the case n 6 4 is actually quite natural, al-
though the proof becomes somewhat technical at some points.

Theorem 1. For n 6 4, π(Un) = n2.

Proof. Since the n × n square can be divided into n2 interior-disjoint unit
squares, it is clear that π(Un) > n2. Let us show that n2 points suffice. We
first show this for n = 4.

Let the vertices A, B, C, D of the square ABCD have the coordinates
(0, 0), (4, 0), (4, 4) and (0, 4), respectively. We choose 16 points at the fol-
lowing coordinates:(

1− ε+ i
2 + 2ε

3
, 1− ε+ j

2 + 2ε

3

)
, 0 6 i, j 6 3,

where ε is going to be chosen later. That way, the chosen 16 points represent
a square lattice with the step 2+2ε

3
. Let PQRS be the square that bounds

this lattice (Figure 1).
We need to show that each unit square inside the square ABCD contains

at least one of the chosen points in its interior (for a suitable ε). Let us
first consider a unit square whose center is inside the square PQRS. Notice
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Figure 1: 16 points in 4× 4 square.

that, for each point inside the square PQRS, there exists at least one of
the chosen 16 points at a distance from the observed point of no more than√

2
2
· 2+2ε

3
=
√

2
3

(1 + ε). Therefore, if ε is small enough, each circle centered
inside the square PQRS with radius 1

2
contains at least one of the chosen 16

points, and thus the same clearly holds for any unit square whose center is
inside the square PQRS.

Let us now consider unit squares whose center is not inside the square
PQRS. Suppose that we have such a square that does not contain any of
the chosen 16 points in its interior. We can, w.l.o.g., assume that one of the
following two cases holds:

• two neighboring edges of the considered unit square contain one of the
chosen 16 points each, and in fact ones from the edges of the square
PQRS (Figure 2 left);

• two neighboring vertices of the considered unit square belong to two
neighboring edges of the square ABCD (Figure 2 right).
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Figure 2: The two possible cases.

Let us first deal with the former case. Let KHLG be a unit square and
let its sides HL and HK contain the points P and J (these are two of the
chosen 16 points, from the edges of the square PQRS), respectively. Denote
∠HPJ = θ (we can assume θ 6 45◦). Let M be the foot of the perpendicular
from H to PJ , and let H0 be the foot of the perpendicular from G to the
line HM . We shall prove that the vertex G is outside the square ABCD; it
is enough to show HH0 > (1−ε)+MH. Since also ∠JHM = θ, we evaluate

MH = JH cos θ = JP sin θ cos θ =
2 + 2ε

3
sin θ cos θ.

Further, we have ∠GHH0 = 45◦−∠JHM = 45◦− θ, from which follows

HH0 = HG cos∠GHH0 =
√

2 · cos(45◦ − θ)

=
√

2(cos 45◦ cos θ + sin 45◦ sin θ) = cos θ + sin θ.

Therefore, we actually need to prove the inequality

cos θ + sin θ − (1− ε)− 2 + 2ε

3
sin θ cos θ > 0. (1)
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Notice that:

cos θ + sin θ − (1− ε)− 2 + 2ε

3
sin θ cos θ

= cos θ + sin θ − (1− ε)− 1 + ε

3
(sin2 θ + 2 sin θ cos θ + cos2 θ) +

1 + ε

3

= cos θ + sin θ − 2− 4ε

3
− 1 + ε

3
(sin θ + cos θ)2.

Zeros of the quadratic function

f(x) = −1 + ε

3
x2 + x− 2− 4ε

3

are

x1,2 =
−1±

√
1− 4 · 1+ε

3
· 2−4ε

3

−2 · 1+ε
3

=
−3±

√
9− 4(2− 2ε− 4ε2)

−2(1 + ε)

=
−3±

√
16ε2 + 8ε+ 1

−2(1 + ε)
=

3∓ (4ε+ 1)

2(1 + ε)
,

that is, the function f is positive for x ∈
(

1−2ε
1+ε

, 2
)
. Since for 0 6 θ 6 45◦

we have sin θ + cos θ < 2 and sin θ + cos θ > sin2 θ + cos2 θ = 1 > 1−2ε
1+ε

, this
completes the proof in the first case.

Let us now consider the second case. Let AK = a, AG = b (where
a2 + b2 = 1). The equation of the line GL is y = a

b
x + b. Consider the

perpendicular from the point (1, 1) to the line GL. The equation of this
perpendicular is y = − b

a
x+1+ b

a
. Solving the system of the last two equations

gives x =
1+ b

a
−b

a
b
+ b

a

= (a+b−ab)b
a2+b2

= ab + b2 − ab2 and y = a
b
(ab + b2 − ab2) + b =

a2 + ab− a2b+ b, that is, the considered perpendicular intersects the line GL
at the point T with the coordinates (ab + b2 − ab2, a2 + ab − a2b + b). We
claim that GT < 1. Indeed,

GT
2

= (a2 + ab− a2b)2 + (ab+ b2 − ab2)2

= a2(a+ b− ab)2 + b2(a+ b− ab)2 = (a+ b− ab)2(a2 + b2)

= (a+ b− ab)2;
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therefore, we need to prove a+ b− ab < 1, that is, (1− a)(1− b) > 0, which
is clearly true.

From GT < 1 we get that the point (1, 1) lies in the interior of the square
KHLG, and therefore so does the point P , a contradiction.

This completes the proof for n = 4. For n < 4 it is enough to take any
n × n square inside the square in Figure 1 containing n2 of the chosen 16
points in its interior. �

3 An upper bound

Let us now refine the methods from the previous section in order to obtain
an upper bound that we believe is quite strong. We first prove a lemma that
will be useful.

Lemma 2. Let the points U and V be chosen on two neighboring edges, say
GK and GL, of a unit square KHLG, such that UV < 1. Let W be the third
vertex of the equilateral triangle UVW , where the point W is on the same
side of the line UV as the point H. Then the point W lies in the interior of
the square KHLG.

Proof. It is enough to show that the point W is in the same open halfplanes
as the points V and U with respect to the lines KH and LH, respectively
(Figure 3). And indeed, this directly follows from the observations VW < 1
and UW < 1, respectively. �

Figure 3: Picture for Lemma 2.
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Let us now show the main result of this section.

Theorem 3. For any n ∈ N,

π(Un) 6 n

(⌈
2√
3

(n+ 1− 2
√

2)

⌉
+ 1

)
. (2)

Proof. Let the vertices A, B, C, D of the square ABCD have the coordinates
(0, 0), (n, 0), (n, n) and (0, n), respectively. We shall first place an equilateral
triangular lattice in the square ABCD, as sketched in Figure 4.

Figure 4: Equilateral triangular lattice.

The lattice is defined as follows:

i) the side length of the equilateral triangle that generates this lattice is
1− δ, where δ is a small enough positive number;

ii) the bottom left point is at the coordinates (3
4
,
√

2− 1
2
) (the value 3

4
here

is not really important, the proof would be completely the same for any
number from the interval (1

2
, 1); on the other hand, the motivation for
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the value
√

2 − 1
2

comes from the fact that this is the largest number
such that the inequality (4) further in the proof holds for all δ > 0 and
0 6 θ 6 45◦);

iii) all the points in the bottom “row” are on a line parallel to the x-axis
(and the same holds for further rows);

iv) the number of rows is determined so that the y-coordinate of the points
in the top row is greater than or equal to n− (

√
2− 1

2
).

To state it in a more formal (but possibly less clear) way: we arrange

points in a total of
⌈
n−2(

√
2− 1

2
)

√
3

2
(1−δ)

⌉
+ 1 rows (the number of rows follows from

the requirements ii) and iv) and the fact that the distance between two

successive rows equals
√

3
2

(1− δ)); in the jth row from the bottom there are
n points having the coordinates(3

4
+ i(1− δ),

√
2− 1

2
+ (j − 1)

√
3

2
(1− δ)

)
, 0 6 i 6 n− 1

if j is odd, and(3

4
− 1− δ

2
+ i(1− δ),

√
2− 1

2
+ (j − 1)

√
3

2
(1− δ)

)
, 0 6 i 6 n− 1

if j is even.

Since lim
δ→0

n−2(
√

2− 1
2
)

√
3

2
(1−δ)

= 2√
3
(n + 1 − 2

√
2), which is clearly not an integer,

we have

lim
δ→0

(⌈
n− 2(

√
2− 1

2
)

√
3

2
(1− δ)

⌉
+ 1

)
=

⌈
2√
3

(n+ 1− 2
√

2)

⌉
+ 1. (3)

Therefore, for δ small enough, the total number of chosen points equals
n
(⌈

2√
3
(n+ 1− 2

√
2)
⌉

+ 1
)

(note that this is precisely the right-hand side of

(2)). Also note that, for δ small enough, if further points were added to any
of the rows (following the same pattern), they would be outside the square
ABCD. Let us show that there indeed does not exist a unit square inside
the square ABCD containing none of the chosen points in its interior.

Suppose the opposite: let KHLG be a unit square inside the square
ABCD such that none of the chosen points are in its interior. We can,
w.l.o.g., assume that one of the following three cases holds:
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• two neighboring edges of the square KHLG contain one of the chosen
points each, where both of these points simultaneously belong to the
bottom or to the top row;

• two neighboring edges of the square KHLG contain one of the chosen
points each, where not both of these points simultaneously belong to
the bottom or to the top row;

• two neighboring vertices of the square KHLG, say K and G, belong
to two neighboring edges of the square ABCD, and furthermore, the
one of the chosen points that is in the relevant corner lies between the
lines KH and GL.

The third case may need some explanation. By “the one of the chosen points
that is in the relevant corner” we mean the following: the “relevant corner”
is the one where the two edges of the square ABCD on which the points K
and G lie meet (e.g., if K ∈ AB and G ∈ AD, then the “relevant corner” is
bottom-left); the point that is required to be between the lines KH and GL
is the leftmost or the rightmost point in the bottom or the top row, whichever
of these is determined by the “relevant corner” (e.g., if the “relevant corner”
is top-left, then the leftmost point in the top row should be between the lines
KH and GL). Note that we can indeed assume this additional constraint
in the third case, since if it does not hold, then the square KHLG can be
moved to fall under one of the first two cases.

Having the definition of the third case cleared, we note that it leads to
a contradiction in the same way as in the corresponding part in Theorem 1
(the one that is shown in Figure 2 right), verbatim. Assume now the second
case. Let U and V be two of the chosen points such that U ∈ GK, V ∈ GL.
By Lemma 2, the third vertex W of the equilateral triangle UVW lies in the
interior of the square KHLG. However, we note that the point W is either
also one of the chosen points, or lies outside the square ABCD (the latter
possibility could happen if U and V are the leftmost or the rightmost points
of two consecutive rows; we here recall that δ could be arbitrarily small).
One way or another, we reach a contradiction. That leaves only the first
case.

Note that, in the first case, if the center of the square KHLG is in the
strip between the bottom and the top row, we reach a contradiction in the
same way as in the second case. Therefore, assume that the center of the
square KHLG lies below the bottom or above the top row. We shall follow
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the lines of thought from Theorem 1 (we here have the picture that is like
the one shown in Figure 2 left). We evaluate

MH = JP sin θ cos θ = (1− δ) sin θ cos θ;

HH0 = cos θ + sin θ.

Therefore, the inequality corresponding to (1) (that we need to prove) is

cos θ + sin θ −
(√

2− 1

2

)
− (1− δ) sin θ cos θ > 0. (4)

Notice that:

cos θ + sin θ −
(√

2− 1

2

)
− (1− δ) sin θ cos θ

= cos θ + sin θ −
(√

2− 1

2

)
− 1− δ

2
(sin2 θ + 2 sin θ cos θ + cos2 θ) +

1− δ
2

= cos θ + sin θ −
(√

2− 1 +
δ

2

)
− 1− δ

2
(sin θ + cos θ)2,

We know cos θ+sin θ > 1 (because θ is nonnegative). Let us check what is the
maximal possible value of cos θ+ sin θ. Since (cos θ+ sin θ)′ = − sin θ+ cos θ,
equating this with 0 shows that the extrema are reached for θ = ±π

4
= ±45◦;

in particular, the local maximum (which is also the global maximum) is
reached for θ = 45◦ (which indeed satisfies our constraint θ 6 45◦) and
equals

√
2. Therefore, since 1 6 cos θ + sin θ 6

√
2, and since the quadratic

function

g(x) = −1− δ
2

x2 + x−
(√

2− 1 +
δ

2

)
has negative leading coefficient, in order to finish the proof it is enough to
check that g(1) > 0 and g(

√
2) > 0. And indeed:

g(1) = −1− δ
2

+ 1−
√

2 + 1− δ

2
=

3

2
−
√

2 > 0;

g(
√

2) = −1− δ
2
· 2 +

√
2−
√

2 + 1− δ

2
=
δ

2
> 0.

This completes the proof. �
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n 1 2 3 4 5 6 7 8 9 10

upper bound 1 4 9 16 25 36 49 72 90 110

n 11 12 13 14 15 16 17 18 19 20

upper bound 132 156 182 224 255 288 323 360 399 440

Table 1: Upper bounds for π(Un) for n 6 20.

The exact upper bounds from Theorem 3 for n 6 20 are calculated in
Table 1. These values give the following corollary.

Corollary 4. For n 6 7,
π(Un) = n2.

4 Some versions of the problem

We here mention some versions of the problem for which the results follow
by slight alterations of the reasoning presented so far.

First, we can ask the same questions for rectangles ABCD instead of
squares. Let Um,n denote the collection of all open unit squares than can be
fitted inside a given m×n rectangle. Then π(Um,n) stands for the minimum
number of points that need to be chosen inside anm×n rectangleABCD such
that there does not exist a unit square inside the rectangle ABCD containing
none of the chosen points in its interior. A straightforward modification of
the proof of Theorem 3 gives the following result.

Theorem 5. For each m,n ∈ N,

π(Um,n)

6 min

{
m

(⌈
2√
3

(n+ 1− 2
√

2)

⌉
+ 1

)
, n

(⌈
2√
3

(m+ 1− 2
√

2)

⌉
+ 1

)}
.

Of course, the lower bound for π(Um,n) is mn. Since
⌈

2√
3
(n+1−2

√
2)
⌉

+
1 = n for each n 6 7, we have an interesting corollary that this lower bound
is matched for all the rectangles whose one side is of length at most 7, no
matter how long the other side is! In other words:
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Corollary 6. If min{m,n} 6 7, then

π(Um,n) = mn.

Let us now find an upper bound for π(Ux) when x is not necessarily an
integer.

Theorem 7. For any x > 0,

π(Ux) 6



bxc
(⌊

2√
3

(x+ 1− 2
√

2)

⌋
+ 2

)
, if {x} < 1

2
;

bxc
(⌊

2√
3

(x+ 1− 2
√

2)

⌋
+ 2

)
+


⌊

2√
3
(x+ 1− 2

√
2)
⌋

+ 2

2

,
if {x} > 1

2
.

(Hereby {x} denotes the fractional part of x, that is, {x} = x− bxc.)

Proof. The proof is basically the same as the proof of Theorem 3. We high-
light only the necessary modifications.

We construct an equilateral triangular lattice with the step 1 − δ as in
the proof of Theorem 3, but with the bottom left point at the coordinates
(c,
√

2 − 1
2
), where c is chosen so that c > 1

2
and {x} < c < 1. Therefore,

for δ small enough, the first row, as well as all the odd rows, consist of bxc
points. The leftmost point in the second row has the x-coordinate equal to
c − 1−δ

2
, which is, for δ small enough, smaller than 1

2
but can be arbitrarily

close to 1
2

(since c can be chosen arbitrarily close to 1). Therefore, if δ is
small enough and c is close to 1, the x-coordinates of the first bxc points from
the second row are in the intervals (i, i+ 1

2
), where i ranges from 0 to bxc−1,

and actually can be made arbitrarily close to i + 1
2
. These are actually all

points from the second row if and only if x− (bxc−1 + 1
2
) < 1, that is, if and

only if {x} < 1
2
; otherwise, the second row has one more point. The same

holds for the fourth, the sixth etc., that is, for all even rows. Altogether, if d
denotes the number of rows, the total number of chosen points equals bxcd
if {x} < 1

2
(d rows with bxc points each), and bxcd+ bd

2
c if {x} > 1

2
(d rows

with bxc points each, plus one additional point in each of bd
2
c rows).
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That leaves only to calculate d, the number of rows. As in (3), we have
that, for δ small enough, the number of rows equals

⌈
2√
3
(x + 1− 2

√
2)
⌉

+ 1

if 2√
3
(x + 1 − 2

√
2) is not an integer, but equals

⌈
2√
3
(x + 1 − 2

√
2)
⌉

+ 2 if
2√
3
(x+ 1−2

√
2) is an integer. These two formulas actually can be unified by

concluding that the number of rows equals
⌊

2√
3
(x+ 1− 2

√
2)
⌋

+ 2. Together
with the conclusion at the end of the previous paragraph, we are now able
to calculate the total number points, which gives exactly the upper bound
from the statement of the theorem. �

5 An application to the square packing prob-

lem

For a positive integer n, let s(n) denote the side length of the smallest
square into which n unit squares can be packed. Trivial bounds for s(n)
are
√
n 6 s(n) 6 d

√
ne. The cases in which the exact values of s(n) are

known, and some bounds for other cases, are summarized in a dynamic sur-
vey by Friedman [11].

The following proposition makes a connection between our problem and
the square packing problem.

Proposition 8. For any x > 0, no more than π(Ux) unit squares can be
packed in a square of side length x.

Proof. Let a square of side length x be given. Choose π(Ux) points in its
interior such that there does not exist a unit square inside the given square
containing none of the chosen points in its interior. Therefore, if more than
π(Ux) unit squares were packed inside the given square, there would exist
two of them containing in their interiors the same point among the chosen
π(Ux) points, that is, their interiors would have a nonempty intersection,
which is a contradiction. �

In other words, the proposition states

s(π(Ux) + 1) > x (5)

for any x > 0. This inequality can be used to reprove the following results.

Theorem 9. The values of s(n) for some values of n are as given in Table
2.
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n s(n) originally proved by n s(n) originally proved by

8 3 Bajmóczy, by [13] 35 6 Friedman [11]

15 4 El Moumni [9] 46 7 Bentz [2]

23 5 Nagamochi [20] 47 7 Nagamochi [20]

24 5 Friedman [11] 48 7 Nagamochi [20]

34 6 Nagamochi [20]

Table 2: Values of s(n) proved in Theorem 9.

Proof. We show only s(46) = 7. The other proofs are completely analogous.
For each small enough ε > 0 we evaluate

b7− εc = 6

and ⌊
2√
3

((7− ε) + 1− 2
√

2)

⌋
= 5.

Therefore, Theorem 7 now enables us to evaluate

π(U7−ε) 6 6 · (5 + 2) +

⌊
5 + 2

2

⌋
= 42 + 3 = 45.

The function s is nondecreasing, and thus (5) gives

s(46) = s(45 + 1) > s(π(U7−ε) + 1) > 7− ε.

Since the above inequality holds for each small enough ε > 0, we deduce

s(46) > 7.

On the other hand, 46 unit squares can be easily packed in a square of side
length 7. This proves s(46) = 7. �

Finally, for those values of n for which no exact value of s(n) is known,
obtaining some (nontrivial) upper and lower bounds on it is an interesting
research direction. The list of the best known such bounds is compiled in the
already mentioned survey [11]. By the approach from the present paper, we
were able to improve the lower bound for s(61) (until now no nontrivial lower
bound on s(61), that is, better than s(61) >

√
61 ≈ 7.8102, was known).
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Theorem 10. We have

s(61) >
7
√

3

2
+ 2
√

2− 1 ≈ 7.8906.

Proof. The idea is the same as in the proof of the previous theorem. For
each small enough ε > 0 we evaluate⌊

7
√

3

2
+ 2
√

2− 1− ε

⌋
= 7

and⌊
2√
3

((
7
√

3

2
+ 2
√

2− 1− ε

)
+ 1− 2

√
2

)⌋
=

⌊
2√
3

(
7
√

3

2
− ε

)⌋
= 6,

which leads to

π(U 7
√

3
2

+2
√

2−1−ε) 6 7 · (6 + 2) +

⌊
6 + 2

2

⌋
= 56 + 4 = 60.

This implies s(61) > 7
√

3
2

+ 2
√

2 − 1 in the same way as in the previous
theorem. �

6 A conjecture about asymptotical tightness

For the end, let us say that, though exact formula for π(Un) (or π(Ux)) may
not be easy to find, we believe that the upper bound (2) is asymptotically
tight.

Conjecture. For n→∞, we have

π(Un) ∼ 2√
3
n2.
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